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Abstract: The increasingly stringent CO2 emissions standards require innovative solutions in the vehi-
cle development process. One possibility to reduce CO2 emissions is the electrification of powertrains.
The resulting increased complexity, as well as the increased competition and time pressure make the
use of simulation software and test benches indispensable in the early development phases. This pub-
lication therefore presents a methodology for test bench coupling to enable early testing of electrified
powertrains. For this purpose, an internal combustion engine test bench and an electric motor test
bench are virtually interconnected. By applying and extending the Distributed Co-Simulation Proto-
col Standard for the presented hybrid electric powertrain use case, real-time-capable communication
between the two test benches is achieved. Insights into the test bench setups, and the communi-
cation between the test benches and the protocol extension, especially with regard to temperature
measurements, enable the extension to be applied to other powertrain or test bench configurations.
The shown results from coupled test bench operations emphasize the applicability. The discussed
experiences from the test bench coupling experiments complete the insights.

Keywords: Distributed Co-Simulation Protocol; X-in-the-loop; hardware-in-the-loop; engine-in-the-
loop; test bench; test bench coupling; powertrain testing; electric machine; internal combustion
engine; hybrid electric vehicle

1. Introduction

Since 2021, the new EU CO2 emissions standards have required passenger car fleets
not to exceed 95 g of CO2 per kilometer on average. As an additional constraint, a more
realistic test procedure (Worldwide harmonized Light-duty vehicles Test Procedure, WLTP)
was introduced, with pollutant emissions also being measured on the road (Real Driving
Emissions, RDE). By 2030, the European Union demands a further reduction in CO2
emissions by 37.5%. Ongoing discussions of the European Green Deal involve even more
ambitious emissions reduction targets [1].

This legal framework enhances the trend towards electrified vehicles. The potential
contribution of different electrified powertrain types to the reduction in emissions is being
investigated in various studies [2,3]. Possible powertrain types are, for example, hybrid
electric vehicles (HEV), which combine an internal combustion engine (ICE) as well as
an electric powertrain including electric machine (EM), power electronics, and a battery.
Owing to increased complexity, the hybrid drivetrain’s development requires a large
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amount of effort, both in design and testing. To meet these demands, suitable toolchains
need to be employed. In this context, X-in-the-Loop methods play an important role,
complemented by recent developments in Distributed Co-Simulation, as described in
Section 2.

In the early development phase, such component, functional and full powertrain
concepts can be evaluated and optimized a long time before a prototype vehicle is available.
The possibility of variable conditioning of a basic unit for simulated use in vehicles of
different flywheel mass classes holds considerable potential in this context, especially in
view of the modular drive concepts (modular construction systems) that are increasingly
being used across different vehicle segments.

In the context of the Euro 7 standard, the focus is also on a wider temperature range in
the extended driving conditions from −10 ◦C to 45 ◦C. In addition to road tests, a wide range
of investigations must be carried out on component, powertrain and vehicle test benches in
this context. In contrast to testing the full vehicle on a chassis dynamometer, alternative
test benches with powertrain components offer the advantage that the media temperatures
can be controlled very quickly and reproducibly to the cycle start temperatures for cold
start tests. Compared to the test duration in which the vehicles are conditioned in special
areas, this results in a time advantage by a factor of up to 10 in practice.

The aim of the research presented in the Refs. [4,5] as well as in this publication was to
develop a generally applicable methodology for coupling test benches using the example
of a hybrid powertrain. This was demonstrated in a novel setup of co-operating internal
combustion and electric engine test benches. A system-oriented operation strategy was
applied, while considering various component boundary conditions, such as the influence
of temperatures. The methodology itself enables an intermediate step in the development
process, which allows for frontloading of test procedures from the system level to the com-
ponent level. This additional possibility to increase test bench utilization also results in time
and cost savings. The reduced effort compared to the physical coupling of the machines
also enables more flexible testing of different powertrain components in combination, as the
coupling is only implemented through software. A vehicle manufacturer, for example, can
thus already test the interaction of individual components from different suppliers before a
configuration has to be set.

Some test procedures are shown in Figure 1 as a function of the time required to
perform and the overall system’s development progress which is required. The five test
case areas of thermal behavior, system application, system performance, system efficiency,
and functional safety can, for example, be advanced by means of virtually coupled test
benches, and have been investigated in this research as test case examples.

Compared to the existing literature, this work extends the Distributed Co-Simulation
Protocol (DCP) Standard to allow for the coupling of EM and ICE test benches to test
electrified powertrains. Special effort is put on different technical boundary conditions for
simple integrability and a high level of safety. These aspects aim for the development of a
method to implement virtual coupling capabilities on existing test benches that are ready
for field application.



Appl. Sci. 2023, 13, 2657 3 of 23

Ti
m

e
ef

fo
rt

fo
r

te
st

Required depth of system development

System
efficiency

Functional
safety

System
application

System
performance

Thermal
behavior

Component
efficiency

Component
performance

System
application

Functional
safety

System
efficiency

System
performance

Thermal
behavior

Figure 1. Visualization of test cases in vehicle development as a function of time, effort, and required
system development [5].

2. Related Work
2.1. X-in-the-Loop Methodology in Powertrain Development

Over the years, more and more development tasks have been virtualized in order to
save time and costs related to protracted testing of numerous hardware variants that are
otherwise required. This trend is also reflected in the most recent update of the standard
VDI/VDE 2206, which provides guidelines for the “development of mechatronic and
cyber-physical systems” [6]. Here, the development is visualized by the V model, which
arranges development tasks, such as requirements engineering, development of the system
architecture, implementation of elements, and subsequent integration and validation.
The entire process is accompanied by modeling and analysis. At the beginning, this
involves models of entire vehicles, including submodels, such as the powertrain and its
components. As development proceeds, hardware is integrated step-by-step into the
simulation loop. In this context, the term X-in-the-Loop (XiL) was created. Applications
range from Model- (MiL) and Software-in-the-Loop (SiL) towards Hardware-in-the-Loop
(HiL), Engine-in-the-Loop (EiL), and Vehicle-in-the-Loop (ViL). In the case of EiL, a vehicle
simulation is set up, including subsystems, environment, and driver behavior. As implied
by the name, the engine is not represented by a model, but a real test specimen installed at
a test bench (TB). This approach allows engine tests in a relatively realistic environment.
Ideally, an entire XiL toolchain is employed, which allows the subsequent integration and
testing of hardware and software.

2.2. Distributed Powertrain Development

Powertrain development involves several participants, working at both the original
equipment manufacturer (OEM) and supplier levels. Thus, development tasks are dis-
tributed both temporally and geographically within and across companies. Nevertheless,
subsystems, such as the ICE or the gearbox, may only be tested separately, until the later
assembly of the subsystems in the development process. At this point, recent approaches
of so-called Distributed Real-Time (RT) Co-Simulation methods can be applied.

One of the main ideas is to couple test benches that cooperate with each other to
perform tests at a higher system integration level at early component development stages.
In the case of powertrain development, this might involve tests on ICE and EM test benches
to examine hybrid powertrains. In this context, several projects were set up. An overview
of the related literature is provided in the following subsections.
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2.2.1. Distributed Co-Simulation Protocol

From 2015 to 2018, several companies and universities cooperated in the project
known as Advanced Co-Simulation Open System Architecture (ACOSAR). The objective
was to enable the combination of virtual and real subsystems to perform cyber-physical
tests at early development stages, resulting in the DCP Standard. Later, the standard
was transferred into a Modelica Association Project (MAP). In the context of the Open
Systems Interconnection (OSI) model and its protocol stack, the DCP can also be seen as an
open-standard application layer communication protocol [7].

General Protocol Working Principle

The ACOSAR project’s final report [8] gives information on the objectives, project
phases, and results. This includes a literature review, dealing with different simulation
types, RT systems, communication media, relevant tools, and related projects [9].

The protocol follows a master–slave principle, including one master and one or more
slaves. Distributed Co-Simulation scenarios might consist of HiL systems, test benches,
or simulation tools. Both the master and slave require a state machine, which communicate
via Protocol Data Units (PDUs). This procedure is based partly on the definition of the
Functional Mock-up Interface (FMI), another standard specified by Modelica. The basic
elements of the standard are described in the specification document (Version 1.0) [10],
particularly with regard to the slave implementation. The configuration of slaves is further
described in the Ref. [11].

In the Ref. [12], the authors gave a short insight into the main design ideas of the DCP
(interoperability, integration, compatibility, communication, economy), as well as the tools,
protocols, and communication architecture. Three different operating modes and their
respective time domains are presented: non-real-time (NRT), soft real-time (SRT), and hard
real-time (HRT). The modes can be used depending on the chosen communication protocol.
For HRT operation, an EtherCAT connection might be used. The communication can also
be realized via TCP/IP (see, for example, the specification document [10]).

Master Implementation

While the DCP specification document mainly focuses on the slave implementation,
more information about the master is given in an additional publication [13]. Several
requirements are listed regarding communication, real time, integration of DCP slaves,
reliability, configuration and state monitoring, and simulation cycle phases. A master state
machine is proposed also. Both master and slave state machine literature implementations
served as a template of the state machines realized in this project, see Section 3.3.

Synchronization

Some features are not yet included in Version 1.0 of the DCP standard, such as clock
synchronization. In the Ref. [7], the authors discussed different clock synchronization
mechanisms. These might be required if DCP participant clocks differ in the ratio of speed
and offset, resulting in the oversampling or undersampling of variables. A synchronization
approach is implemented in the present work, see Section 3.3.

Verification

Incorrectly defined DCP slaves might result in avoidable costs as well as damage in
experiments involving hardware. For these reasons, the authors in [14] show a verification
approach, which follows the V model. For testing, the DCP Test Generator and the DCP
Tester have been developed. Both tools are openly accessible on GitHub including white-
paper documentation. In a vehicle simulation and engine test bench co-simulation scenario,
the authors successfully demonstrated tool functionality.
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Requirements and Model-Based Systems Engineering

In the Ref. [15], the authors discussed the challenges that arise from the development
of consistent technical standards or specifications, as different stakeholders (e.g., OEMs,
suppliers, research institutes) from various sectors (automotive, maritime, automation)
might be involved. As a solution, process artifacts are proposed, which are defined at
different levels.

As soon as multiple, diverse co-simulation scenarios are to be investigated, efficient
configuration and commissioning becomes increasingly important. To this end, the authors
in the Ref. [16] proposed a domain-specific modeling language, the so-called Distributed
Co-Simulation Protocol Modeling Language (DCPML).

In the Ref. [17], the aforementioned concepts were further developed into a Process
Model for Efficient Distributed Co-Simulation (ProMECoS). This model relates to the
standard IEEE 1730, which recommends practices for distributed simulation engineering
and execution. The authors indicate the high automation potential of ProMECoS, but also
mention several limitations regarding integration into architecture models (e.g., AUTOSAR),
master algorithms, and further transport protocols.

2.2.2. Test Bench Coupling Publications

Apart from the literature directly related to the ACOSAR project, other publications in
the area of test bench coupling were identified that are related to projects and approaches,
such as ACoRTA, XiL-BW-e, TechReaL, Virtual shaft, and so forth. In Table 1, the literature
is summarized and categorized by project or approach affiliation.

Table 1. Categorization of a literature selection on test bench coupling projects and approaches.

Name Literature Research Focus

ACoRTA [18–23] RT co-simulation
Satisfying HRT conditions

XiL-BW-e [24–28] Regional network for XiL approaches
Distributed delevopment and connected validation

SmartLoad [29] Validation concept for highly automated vehicle
Implementation of DCP standard called ’DCPLite’

TechReaL [30–33] Technology readiness level raise of BEVs
Early realistic testing through connected test benches

Virtual shaft [34–45] Network setup between different test benches
RT performance on driving cycle reproducibility

Hy-Nets [46,47] Connected and automated HEVs
Traffic simulation in ECU testing

HIFI-ELEMENTS [48,49] Validation environment standards for BEV
Thermal HiL tests

DUETT [50] Combined physical–virtual environments
Closed-loop approach for virtual HV battery systems

3. Materials and Methods
3.1. Development Environment

For the results of the coupled test benches example presented in this paper, a vehicle
simulation of a parallel P2 hybrid was set up to generate a suitable environment for
the coupled test benches. Gas and brake pedal positions are calculated from a driver
model, developed and validated for a driving robot on a full vehicle test bench [51].
As a result, control problems due to inertias in the powertrain or latencies caused by test
bench communication can be avoided. The resulting load requirements are acquired by
a hybrid controller and distributed to the two test benches depending on the operating
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modes. The rule-based hybrid controller has common operating modes, such as load
point shifting, electric driving, engine driving, and boost. For the ICE, values for the
accelerator pedal position, and for the EM, values for the torque requirements are calculated.
The torques provided by the test benches are combined by a detailed transmission model
and transmitted to the road via the differential and the wheels to calculate subsequent
vehicle conditions. A detailed gearbox model is needed to perform temperature calculations,
because the real EM and the virtual gearbox had a cooling circuit connected in parallel.
The measured EM temperature and the gearbox temperature calculated from the gear
losses are then used to calculate the cooling fluid’s inlet temperature and transmitted to
the EM test bench’s conditioning system as a reference value. For the EM, a battery model
consisting of an equivalent circuit with two RC elements was also built to calculate the state-
of-charge (SoC) dependent DC link voltage. The battery model, as well as the transmission
model and some hybrid controller conditions were derived from the reference vehicle’s
measurement data. Regarding the developed vehicle simulation models, a transition from
simulation-only to test bench experiments needs to be guaranteed, including adequate
interface identification and configuration. For this case, the models were prepared step-by-
step in a simulation toolchain for application on the test bench. MiL and SiL approaches
were used, and the HiL method was then applied to validate the models with the separate
test benches ensuring the usage for coupled test bench operation.

3.2. Test Bench Setup

In the following Section, an overview of the two component test benches used in this
work is given. Information on the test sites’ interconnection is provided in Sections 3.3 and 3.4.
The individual test bench setups represent test benches that can be found in many applica-
tions. Nevertheless, for better traceability and to avoid misunderstandings, the test benches
are explained in detail in the following sections.

3.2.1. Electric Machine Test Bench

The electric machine test bench can be divided into several subsystems, the active
front-end with an integrated battery simulator and an AC inverter for the load machine.
A temperature control subsystem is used to satisfy the thermal conditioning of the device
under test (DUT). The temperature control subsystem’s setup is detailed in the Ref. [4].
In addition, to meet the requirements for a coupled test bench operation, there is a super-
imposed RT system test bench control unit (TCU) for overall test bench control and the
necessary communication for coupling. The schematic setup of the test bench is shown in
Figure 2. The performance data of the subsystems is listed in Table 2.

AC

DC

Power
supply

DC

AC

DC

DC

DC

AC

DUT
Load

machine

Load machine
inverter

External inverter
with ECU

Buck converterActive front-end

TCU 1
host

TCU 2
host

Power
Signals

Figure 2. Schematic setup of the EM test bench.
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Table 2. EM test bench system parameters.

Component Parameter Value

Active front-end and battery simulator Max. DC voltage 900 V
Max. DCDC current 900 A
Max. power 250 kW

AC inverter Max. DC voltage 800 V
Rms AC current 500 A
Max. power 250 kW

Load machine Max. power 215 kW
Max. speed 15,000 min−1

Max. torque 540 N m

Device under test Peak power 85 kW
Continuous power 40 kW
Max. speed 6500 min−1

Functionalities

The following describes the subsystems’ functionalities.

1. Active front-end, battery simulator, and load machine inverter

This subsystem represents the interface of the test bench to the grid. The battery
simulator rectifies and converts the grid voltage to a variable DC link voltage in a first DC
link with the aid of the active front-end subsystem. The voltage is then variably reduced
from this first high-voltage DC link to a second DC link with the aid of a buck converter
subsystem. Characteristic curves can also be stored in the buck converter so that the voltage
can be adjusted depending on the operating point. Battery behavior can thus be simulated.
See [52] for a more detailed description of the battery simulator. The inverter for the test
bench’s load machine is also supplied from the first intermediate circuit of higher voltage.
A real-time control system and various internal measurement devices with limit value
monitoring and emergency shutdown are used to control the subsystems listed.

2. Load machine

The test bench’s load machine is statically connected to the machine bed, and various
test specimens can be mounted via a fixture. The shafts of the two machines are connected
with the EK6 elastomer coupling from R+W Servomax. This permits the assembly and
operation of a wide range of different electrical machines on the test bench. A torque
measuring shaft (Manner Sensortelemetrie, type 500 N m) and a speed measuring device
are also be permanently installed.

3. Automotive AC inverter and machine

This inverter has semiconductors from the automotive sector. The subsystem is
supplied by the battery simulator and operates the device under test. For the research,
a prototype hybrid machine of an OEM was mounted on the test bench as the DUT.

4. Superimposed real-time system test bench control unit

The control and regulation of all subsystems and thus of the entire test bench was
carried out by the TCU at 10 kHz. This real-time system (dSpace MicroLabBox) connects
the interface to a host PC and thus allows for user communication. The measurement data
of all sensors also converge in this real-time system and can be recorded at 2–10 kHz and
viewed centrally.

5. Temperature control system

The DUT temperature can be controlled separately by a temperature control device.
The performance data are listed in Table 3. Furthermore, the test bench can be extended
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by adding more temperature control devices for the components exposed to a variable
temperature in the vehicle. The temperature control devices control the component temper-
ature by modifying the temperature and the volume flow, as dictated by the superimposed
real-time system.

Table 3. Power data of the EM temperature conditioning system.

Parameter Value

Heating capacity temperature control units 9 kW

Cooling capacity at 90 ◦C medium temperature
and 20 ◦C domestic cooling water flow 90 kW

Heating time of the test specimen 25 ◦C to 80 ◦C in 9 min

Cooling time of the test specimen high temperature 80 ◦C to 50 ◦C in 7 min

Cooling time of the test specimen low temperature 50 ◦C to 35 ◦C in 23 min

Due to the decreasing temperature difference between the cooling medium and the
primary cooling circuit during cooling, the time required for temperature control to lower
temperatures is very high. This is irrelevant for normal vehicle operation, but must
nevertheless be considered, in particular when tempering to an initial temperature at the
start of the test run.

Software Extension of the Test Bench

In addition to the test bench hardware, the software also plays an important role.
For the hybrid powertrain simulation, a software extension with vehicle-specific algorithms
may be necessary. For instance, in the case of the EM test bench for controlling the
DUT, the machine is characterized in order to consider the non-linear EM behavior when
controlling the EM. In addition, for normal test bench operation, the control of current
combinations is often sufficient. In vehicles, however, torque demands are required [53].
The characterization of the machine for the control and the derivation of the map for the
torque demand are also described in the Refs. [54,55].

In order to cover the entire operating range of the electric motor at different speeds
and fluctuating DC link voltages due to changes in SoC, these maps are recorded for
different speeds and DC link voltages and are stored in the controller. Because of this,
an implementation of a derating algorithm is also necessary, which reduces the maximum
possible power depending on the temperature of the EM and the DC link voltage [53].

3.2.2. Internal Combustion Engine Test Bench

For this work, a 3 L, six-cylinder gasoline engine was used. The engine operates in
n/α mode (n = speed, α = gas pedal position). Table 4 shows some basic characteristics of
both load machine and ICE.

Table 4. ICE test bench system parameters.

Component Parameter Value

Load machine Max. torque 1400 N m
Max. speed 8000 min−1

Max. mech. power 330 kW

Device under test Max. power 225 kW @ 5800 min−1

Max. torque 400 N m @ 1200–5000 min−1

The ICE test bench’s main feature is its Engine-in-the-Loop capability. This means that
the engine can be operated in a virtual environment, provided by the vehicle simulation
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software CarMaker by IPG Automotive. Via a connection with the test bench control unit
PUMA Open by AVL, a closed-loop engine speed and gas pedal/engine torque is created.
The RT vehicle simulation calculates reference values for engine speed and gas pedal and
sends them to the TCU, which returns the actual values of engine speed and torque as
well as additional measurement values collected at the TCU via EtherCAT. The reference
values to the load machine (engine speed) and the ECU (gas pedal position) are transmitted
via a so-called “dyno” interface, which is implemented with a CAN connection. Via the
TCU, additional measurement techniques for pressure and temperature and conditioning
systems are installed, including temperature control of water and oil circuits.

The schematic setup of the test bench is shown in Figure 3. The emissions measurement
system integrated in the test bench setup is not shown, since emissions are of no relevance
to this work.

The EiL test bench also serves as a master for the communication with the electric
machine test bench, which is described in the following two sections.

Power
supply

Load
machine

TCU
host

Power
Signals

ECU Application
device

ECU
host

Measuring
boom (I/O)

Simula-
tion host

Simulation
RT system

Figure 3. Schematic setup of the ICE test bench.

3.3. Application of DCP Standard

To demonstrate test bench coupling, a communication link between the two test
benches needs to be established. For this purpose, the test benches must have a network
connection. In the case of the coupling example, a network socket with access to a common
VLAN is installed in each case. The coupling and connections used are shown in Figure 4.

ICE TB
Simulation

host
Simulation
RT system

EM TB

TCU

Ethernet socket

Ethernet socket

Gigabit Ethernet
socketCat 6 Ethernet cable

Gigabit Ethernet
socketEthernet socket

VLAN

KIT network

TCP/IP

DCP slave

DCP master

Cat 6 Ethernet cable

Figure 4. Network setup for test bench coupling [4].

For coupling over the Internet, for example, across locations between two different
companies, this can be achieved by real-time routers via a VPN tunnel. This variant was
tested in the XiL-BW-e project [24].

In addition to the hardware 1000BASE-T Ethernet connection, which concerns the
interfaces and cabling for the coupling, the software implementation is subsequently consid-



Appl. Sci. 2023, 13, 2657 10 of 23

ered in more detail. In general, the data exchange will be handled by the UDP/IP protocol.
In contrast to the TCP/IP protocol, the UDP/IP protocol has a higher speed, but has the
disadvantage that no native algorithm ensures no package loss during communication.
Detailed information and further description can be found in the Ref. [56,57].

Figure 5 shows the communication across the protocols through software and hard-
ware. As shown in the Figure, the data of the test benches required for the coupling are
exchanged via the DCP standard. Tables 5 and 6 list the data exchanged between the two
test benches and explain the usage of the data.
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ICE TB RT
vehicle simulation

CAT6 Ethernet cable
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source and
destination
IP adresses

DCP
process data
for coupling

UDP telegram
source and
destination port

DCP
process data
for coupling

UDP telegram
source and
destination port

DCP
process data
for coupling

IP packet
source and
destination
IP adresses

UDP telegram
source and
destination port

DCP
process datat
for coupling

Network
socket

Data

Socket

UDP telegram
source and

destination port

EM TB TCU

Ethernet
frame

physical
1000BASE-T

IP packet
source and
destination
IP adresses

DCP
process data
for coupling

UDP telegram
source and

destination port

DCP
process data
for coupling

IP packet
source and
destination
IP adresses

UDP telegram
source and

destination port

DCP
process data
for coupling

DCP
process data
for coupling

Socket

Network
socket

CAT6 Ethernet cable

Data

Figure 5. Communication protocol stack utilized in this research.

Table 5. Data sent from the ICE test bench (master) to the EM test bench (slave).

Parameter Explanation

DCP master ID Integration of DCP protocol
UDP sequence number For synchronization and communication check
UDP message type Addition for messages like limit exchange
Reference torque Reference value for EM torque
Reference speed Reference value for test bench speed
Reference DC link voltage Reference value for battery simulator
Reference oil temperature Reference value for DUT temperature conditioning

Table 6. Data sent from the EM test bench (slave) to the ICE test bench (master).

Parameter Explanation

DCP slave ID Integration of DCP protocol
UDP sequence number For synchronization and communication check
UDP message type Addition for messages such as limit exchange
Measured DC link voltage For control and data acquisition
Measured torque For control and data acquisition
Maximum torque For control, derating, and data acquisition
DUT max. temperature For control and data acquisition
DUT mean temperature For control and data acquisition
DC, AC and mechanical Power For control and data acquisition
DUT max. power For control, derating, and data acquisition
Oil temperature (inlet, outlet) For control and data acquisition
DC current For control, derating, and data acquisition
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3.4. DCP Extension for Hardware Coupling

In this Section, the additional functionalities and differences for the DCP implementa-
tion for hardware coupling are explained in more detail. In general, the implementation
is carried out according to the specification, which provides information about the slave
state-machine [10]. The schematic structure of the slave state-machine is shown in Figure 6.
A proposal for the master’s state-machine implementation is described in the Ref. [13].

SuperState Normal Operation

SuperState Stoppable

SuperState
NonRealTime

SuperState
Initialization

ALIVE

SuperState Error

ERROR-
RESOLVED

ERROR-
HANDLING

CONFIGU-
RATION

PREPARING

PREPARED

CONFIGURING

INITIALIZING

INITIALIZED

SENDING_I

CONFIGURED

SuperState Run

SYNCHRO-
NIZING

SYNCHRO-
NIZED

RUNNING

COMPUTING

COMPUTED

SENDING_D

H

STOPPINGSTOPPED

ExitEntry

Figure 6. Standard DCP slave state machine implementation, based on the Ref. [10].
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Synchronization and Timing

DCP does not include mechanisms for time synchronization. Regarding synchroniza-
tion in DCP-coupled test benches, examples from the literature have been given in the
Ref. [7], and a recommendation in the DCP specification refers to the Ref. [58]. The chal-
lenge within such existing protocol for clock synchronization is the integration in existing
systems. Alternatively, the possibility to extend the real-time control unit with the syn-
chronization protocol must be given. For hardware test benches, black box control units
are often used. Due to security measures, full access is not granted to the software, and
therefore there is no option for additional protocols. Typically, a communication protocol
such as UDP/IP or TCP/IP is possible. In this research, synchronization between master
and slave was achieved via UDP sequence numbers, added in the data part of a UDP frame.
For this purpose, the sequence number is defined and increased in the DCP master with
every DCP message to a slave. The slave stores the current number received and sends
the number back to the master together with the regular data for coupling. Both the slave
and the master check that the sequence numbers are not too far apart (for example, the
difference should be <100). The algorithm can be implemented easily and ensures that there
is no, or only a small amount of package loss caused using UDP protocol. The sequence
number can also be used to check whether the connection was lost, and is therefore an
option to detect failures in hardware coupling and switch to the safe state. In the case of the
coupled test benches example, the latency of the communication is very low (≤3 ms) due
to the spatial proximity of the test benches and the existing VLAN without access via the
Internet. If this latency is more significant, as is the case for communication via the Internet,
equipping the software, in particular the controls for speed and torque, with predictive
behavior is sensible. Using a so-called Smith predictor would be a possibility, as described
in the Refs. [59,60].

Safety Concepts

Since the DCP has generally been designed for coupling software and simulation mod-
els, there are some preliminary considerations before implementation. For example, giving
overall control of the slave to the DCP master is not possible. With the high powers, speeds,
and voltages, the test bench must always be prioritized above the coupling application via
the DCP for the protection of persons and equipment.

This means that the test benches always guarantee safe operation, and, in case of
doubt, the DCP slave ignores the master’s instructions. In the simplest case, the slave does
not reach the master’s reference values in the defined test case. In the worst case, this leads
to an emergency shutdown of one of the test benches, and thus of the entire test case. If this
happens, for example, during a thermal load test that was preceded by time-consuming
conditioning, time and resources would be unnecessarily wasted.

Preliminary Considerations and Limit Exchange State

The clarification of the capability of the test benches in advance is important. Forbid-
den operating points must therefore be identified and recorded as part of the preliminary
considerations. These limits depend on the specific test bench hardware.

For example, the speed control of the load machine of the test bench (asynchronous
machine) is not fast enough to counter the much faster torque control of the device under
test (permanently excited synchronous machine) at very low speeds (approx. 0 to 50 min−1)
with enough torque to keep the speed at the defined value. In the worst case, oscillations
occur in the control of the load machine, which can lead to a shutdown of the test bench.

From the DCP specification, the state CONFIGURATION is defined. In this state,
the master has taken control of the slave. At this point, the introduction of a new “Limit
Exchange” sub-state has also proved useful. The test benches can exchange their respective
limits, such as the maximum possible speed or temperatures, and check whether a test
is possible. This prevents errors caused by wrong limits before the test even starts, and
saves time due to the avoidance of possibly lengthy thermal component conditioning to a
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wrong initial temperature. This step can be carried out as a safety state in addition to the
indispensable preliminary considerations already described.

Extension of the PREPARING State

According to the DCP specification, after successful configuration, the slave should
initiate the transport protocol and thus allow for data exchange. Since the original use
of DCP is for coupling software and simulation models, various transport protocols can
be used for further communication. In the case of hardware coupling of test benches,
however, this flexibility offers no advantage. Hardware coupled test benches require
the communication and data exchange to be integrated in the TCU software. However,
the availability of various data exchange protocols and the existing test bench systems
compatibility cannot be assumed. Additionally, the interfaces are often already required
upon start-up of the test bench, meaning that the interfaces are already in use when the
DCP master or slave is started. In the case of the coupled test benches example, the state
is already fulfilled when specifying its requirements strictly according to DCP. When
coupling with a test bench, checking the test bench and components operational availability
is advisable. This extends the PREPARING state, or can be implemented by using a “test
bench preparation” sub-state. Within this sub-state, a check is performed whether the DUT
of the respective test bench is ready and can be operated.

In the case of an ICE, checks are, for example:

• Fuel pump running and fuel present;
• Temperature control units switched on and coolant levels OK;
• Data acquisition devices enabled and ready for operation;
• No errors in the error memory;
• Operating mode remote control DCP selected.

With an EM, checks are, for example:

• Battery emulator running;
• Temperature control units switched on;
• Data acquisition devices enabled and ready for operation;
• No errors in the error memory;
• Operating mode remote control DCP selected.

In summary, this sub-state checks whether all subsystems within the test bench envi-
ronment are functioning and prepared for operation. If all aforementioned conditions are
fulfilled, this is transferred to the DCP state machine via an internal signal of the TCU.

Extension of DCP CONFIGURING State

When using connectionless communication, as in the case of the coupling example
via the UDP protocol, no specific actions are necessary at this point according to the DCP
specification. In the case of hardware and test bench coupling, additional functionality is
implemented at this point which deviates to the specification. Particularly in the case of
thermal tests, very time-consuming thermal conditioning of the test items is sometimes
necessary. Another possibility is a primary test bench cool-down to the initial temperature
after a high-load test. For this purpose, the sub-state “Test Conditioning” is introduced.
In the case of the coupling example, this provides for an exchange of the initial conditions
for the desired test case.

The master and slave wait within this state until both test benches are conditioned.
The feedback of the slave to the master about a completed conditioning is achieved by
comparing the internal measured values of the slave (EM test bench) with the initial
conditions received from the master (ICE test bench) for the test case. A constant data
exchange during the conditioning does not take place, since such an exchange will take
place only during one of the later conditions. Continually sending data to the master during
conditioning for recording is possible, depending on the application. If the test benches are
conditioned at different speeds, the conditioning of the already finished test bench is kept
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constant. The exact thermal conditioning process procedure depends on the respective
test bench. At the EM test bench, for example, the load machine and the DUT must be in
operation for uniform conditioning, and the temperature control medium must flow at low
speed. Therefore, the battery emulator must also operate at low voltage. After conditioning
is complete, the DCP slave waits in the CONFIGURED state.

Extension of DCP STOPPING State

The test can be terminated by the slave or the master. If only software and simulation
models were coupled, this would complete the termination of the test run. In the case of a
hardware coupling, however, this must be handled carefully. Thus, after high thermal load,
controlled cooling of the load machine as well as the DUT is required. To avoid thermal
hot spots in the EM’s windings, this must be performed while the machine continues to
rotate. Therefore, the voltage must continue to be applied in the DC link. For this reason,
a shutdown procedure and a safe state have been extended as a sub-state for the stop of the
DCP, either caused by the normal end of the test or by an error. The shutdown procedure
resets the remote control of the TCU in the first step. After that, remote control via the DCP
is only possible again after a complete run of the DCP from the ALIVE state. Subsequently,
the torque is set to the value 0. The DC link voltage is held at the last value of the test case
while the speed is immediately reduced. When the safe state speed is reached (100 min−1

in the test example case), the DUT’s DC link voltage is also reduced.
By first reducing the speed and then the DUT’s DC link voltage, the voltage induced by

the DUT never becomes higher than the DC link voltage, which would result in inadmissible
current flows in the DUT and inverter. Especially in a fault’s event, this safe state is the first
choice for a controlled reduction in the system’s energy. Conditioning of the subsystems
can also be carried out at this point, such as by reaching a safe temperature from which
further rotation of the DUT can be dispensed with. If all conditions of the safe state are
fulfilled, the DCP state machine changes to the STOPPED state where voltage and speed
are set to zero.

Superstate ERROR

According to the specification, the superstate ERROR is used to handle exceptions
and errors defined by the user. In the case of the test example implementation of the DCP
at the EM test bench, every error of the TCU triggers the transition from the superstate
NORMALOPERATION to the ERRORHANDLING state. Here, the shutdown procedure is
first initiated and the safe state is approached. This is created with a shutdown procedure
and a safe state as for the extension in the DCP STOPPING state. Subsequently, the test
bench can either be switched off or the error can be corrected and reset in the TCU. Only
when there is no more error and the reset is done, the internal signal "resolved" is set and
the state ERRORRESOLVED is activated. From here, a new configuration of the test case
can be started via a State Change Request (STC) “reset”.

4. Results
4.1. DCP Operation

The functionality of the interacting state machines can be demonstrated in a simulated
setup to validate state transitions. In Figure 7, the DCP state IDs for the master and slave
are shown, as well as the vehicle velocity, the gas and brake pedal values, and the master’s
coolant temperature difference status.

Within the first 100 s, both state machines change their states twice. The slave ID
(brown dash-dotted) changes a third time shortly before 100 s. However, the master
ID (black dashed) does not change before until ≈110 s, when the status for the coolant
temperature difference ∆Tstatus (green) is set to 0. The master can only leave this state if the
slave transmits a CONFIGURED state, and in addition if the master’s conditioning systems
are within 1 ◦C of the desired coolant temperature.
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As soon as the master state 5 (RUN) is reached, the test run starts. The virtual driver
then releases the brake pedal (blue dash-dotted) and starts controlling the vehicle velocity
via the pedals. The control behavior of the virtual driver is not of central importance for
the DCP operation, therefore the trend of the gas (orange dashed) and brake pedal (blue
dash-dotted) as well as the vehicle velocity (red) will not be discussed further.

A simulated test abort is achieved by setting the master state to 7 (STOP). As a result,
the slave also leaves state 11 (RUNNING) and changes to state 15 (STOPPING). The virtual
driver sets the gas pedal to zero and applies the brake pedal, resulting in a vehicle standstill.
If desired, this transition can be optimized by a suitable communication between state
machine and hybrid controller.

For a new test run, the master and slave have to start again at state 0 (REGISTER or
ALIVE). A detailed allocation of the state ID and state name is given in Table 7.
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Figure 7. Example of DCP state machine functionality.

Table 7. DCP state IDs and related states for master and slave.

State ID Master State Slave State

0 REGISTER ALIVE
1 CONFIGURE CONFIGURATION
2 APPLY PREPARING
3 INITIALIZE PREPARED
4 SEND_I CONFIGURING
5 RUN CONFIGURED
6 SEND_D INITIALIZING
7 STOP INITIALIZED
8 STOPPED SENDING_I
9 SYNCHRONIZING
10 SYNCHRONIZED
11 RUNNING
12 COMPUTING
13 COMPUTED
14 SENDING_D
15 STOPPING
16 STOPPED
17 ERRORHANDLING
18 ERRORRESOLVED
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4.2. Coupled Operation

The coupled operation is validated by comparing the torques and speeds of the
two test benches. An evaluation can be made on the basis of the difference between
the reference value specification inputs and the actual measured values. Both the time
difference (Equation (1)) and the value difference (Equation (2)) must be considered.

∆t(y) = t2(y)− t1(y), (1)

∆y(t) = y2(t)− y1(t). (2)

The reference values are calculated in the simulation, as described in Section 3.1. In the
case of the EM, the values must also be sent from the ICE test bench—where the simulation
host is located, see Figure 4—to the EM test bench.

For the analysis of the coupled operation, a measurement was performed with the
Worldwide harmonized Light-duty vehicles Test Cycle (WLTC) as speed specification.
The following parameters were predefined:

• Start SoC = 20%
• Start temperature of the EM TEM = 30 ◦C

Validation of EM

For a better visualization, a dynamic section of the WLTC was selected. In Figure 8,
the reference speed nEM,REF (green) and the actual speed set at the EM test bench nEM,ACT
(blue dashed) are shown next to the vehicle velocity v (red). Both the time shift and the
value difference are small in this dynamic case. Due to the latency caused by the data
transfer required for the virtual coupling, as well as measurement noise or measurement
inaccuracies at the test bench, the small deviations can be neglected. The mapping of
dynamic speed change demands from the simulation software to the EM due to shifting
operations during acceleration or braking is also possible, see speed changes at t ≈ 1040 s
while increasing vehicle velocity v, although this functionality is typically not used in
normal EM test bench operation.
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Figure 8. Reference nEM,REF and actual speed nEM,ACT of the EM in a WLTC compared to the virtual
vehicle velocity vACT .

When analyzing the torque in Figure 9, particular attention must be paid to compliance
with the maximum dynamic torque of the EM MEM,MAX (red). This is neither exceeded by
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the reference torque MEM,REF (green), nor by the torque actually set at the EM test bench
MEM,ACT (blue dashed). A value difference between the reference and actual torque is only
apparent in the case of torque peaks, but can also be neglected due to measurement noise
or measurement inaccuracies at the test bench.
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Figure 9. Reference MEM,REF and actual torque MEM,ACT of the EM in a WLTC compared to the
maximum permitted torque MEM,MAX .

Validation of ICE and Hybrid Controller

The validation of the ICE is closely linked to the validation of the hybrid controller
(HC), since the EM is primarily used for torque generation when the SoC is high. As defined
in the hybrid controller, the ICE is only used for support at low SoC, for example. For this
reason, a start SoC of 20% was chosen to begin in charge sustaining mode.

To validate this purpose, another section of the WLTC was selected (Figure 10). If the
pedal position αHC (brown dash-dotted) set by the driver exceeds the limit of the maximum
possible throttle position αICE (green) at the ICE test bench of 50%, the resulting difference
is covered by the torque MEM,ACT (blue dashed) set by the EM. If the required pedal
position is smaller than the limit value of the ICE, the torque of the EM is zero or negative,
depending on the operating mode. For the last case, the reference value for the ICE αICE is
larger than the pedal position αHC set by the driver, because the operation mode load point
lifting is executed.

4.3. Discussions

The results from Sections 4.1 and 4.2 show the successful application of the DCP
extension for coupled test bench operation with an ICE and an EM to represent a hybrid
electric powertrain. The successfully implemented communication results, above all, in the
negligible deviations between reference and actual values for the remote-controlled slave,
the EM, as well as the resulting additional EM test bench operations, such as the execution
of dynamic gear shift operations.
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Figure 10. Accelerator pedal αHC and throttle valve position αICE in a WLTC compared to the actual
torque of the EM MEM,ACT .

In addition to the functional test benches and a suitably designed communication,
a successful coupling also requires a robust superimposed control unit for distributing the
required torques to the combustion engine and the electric motor. This function therefore
acts like a superimposed control loop with the aim of realizing the torque desired by the
driver in the shortest possible time. To this end, the requested torques are compared with
the torques reported back by the combustion engine and electric motor, and readjusted
accordingly depending on the situation. In the case of functions with control loops and
feedback, attention must be paid to the dead times of the system to be controlled. If the dead
times of the whole system exceed a certain value, a stable operation of the superimposed
control unit is no longer possible. In this research approach, the high latency in the torque
measurement by an external power measuring device is identified as the main cause for
the high dead time. As a remedy, the actual torque provided to the hybrid controller was
calculated and the measured torque was only used for measurement data recording and
validation. This allowed the dead time for measurement to be bypassed and the control
loop to remain stable. An integrated measuring device or other measuring systems may
enable the use of the measured torque. In the case of torque distribution by the hybrid
controller, the dead time can also result from the following parts:

• Data transmission of the torque reference points from the hybrid controller to the
ECU;

• Adjustment of the currents for the corresponding reference torque;
• Recording of the measured torque in the engine control unit;
• Data transmission of the measured torque to the hybrid controller.

The definition of a safe state for each test bench and the monitoring of the communica-
tion for connection failures is advisable. Since control of the test benches is handed over to
an external master for the duration of the tests, errors may not be detected by the master
in time, and unreasonable reference values may be requested in the event of a connection
failure. A detailed monitoring strategy is highly recommended, as the probability of a test
bench malfunction by an external entity is higher than by an on-site operator. If the test
bench detects an error, control must be withdrawn from the master and a safe operating
state must be defined. In addition, the master must be informed about the termination of
the simulation, so that the test is prematurely terminated. The safe state cannot be defined
in general, and depends on the test bench and the periphery.
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A conditioning of the components for the coupling of hardware is necessary, especially
under thermal preconditions. This procedure also offers the advantage that the test bench
reference value limits are derived in a standardized way and can be integrated directly
into the software for the test run. In addition, for safety reasons, the limits should also be
communicated to the other participants as part of the DCP protocol in order to prevent
incorrect reference value requests, and thus, possible undesirable system behavior.

Especially during the setup of the coupled operation and the initial start-up, software
access should be as free as possible at the following points:

• Control units: For the implementation of additional functionalities, such as thermal
derating or operation on a variable DC link voltage.

• DCP implementation: The coupled operation is initially based on the implementation
of the DCP standard and the associated coupling via Ethernet, the evaluation of
data transfer, and the forwarding of the corresponding setpoints to the test bench
components. If a direct implementation is not possible, a gateway can be interposed
that takes over the described tasks.

Finally, the extension was only tested on the presented test bench combination, mean-
ing the method’s transferability to other test bench combinations is yet to be proven.
Additionally, communication behavior is yet to be tested if the test benches have not been
arranged within the same subnetwork. Phenomena occurring due to different company
networks as well as several firewalls cannot be estimated.

Further use cases from Figure 1, which were investigated with the presented test setup,
are shown in the Ref. [4,5].

5. Conclusions

The authors presented a methodology for the virtual coupling of test benches to rep-
resent hybrid electric vehicles by applying and extending the DCP Standard. For this
purpose, an overview of related XiL applications and co-simulation scenarios was provided.
The EM and ICE test benches used in this research were equipped with UDP/IP commu-
nication over a VLAN within the university’s network. In order to be able to guarantee
real-time capability and communication reliability, approaches for synchronization and
security concepts as well as the balancing of test bench boundary conditions were devel-
oped. The test runs performed confirm the DCP extension’s applicability, as demonstrated
by the negligible deviations between reference and actual values. Despite the additional
latency caused by sending the reference values from the ICE test bench to the EM test
bench, the deviation of the speed as well as the torque at the EM test bench are negligible.
Stable operation can therefore be guaranteed. Safe shutdown behavior in the event of a
failure must nevertheless be ensured.

This once again illustrates the importance of the interaction between test benches and
a suitable, higher-level simulation environment for closed-loop operation. The implemen-
tation of such a superimposed controller structure must be carried out with particular care,
if interventions are to be performed at different points of the test bench network across
virtual boundaries. This is caused by higher dead times which can lead to control system
instability. The reduction in these dead times at suitable points is the primary remedy.
Important lessons also include that the test bench control units and RT systems employed
must have open software access, since in many cases, test benches are not prepared for
extended test cases, such as with highly dynamic demands. Particularly in a coupled test
bench setup, the security measures are of utmost importance to guarantee safe operation,
and must therefore be adaptable.

The developed DCP extension for test bench coupling can also be applied to other test
bench combinations. The addition of a battery test bench to the test bench setup shown
is planned. Usually, battery test benches cannot be physically integrated and can only be
tested in spatially separated test bench setups. This enables additional testing possibilities
of battery management systems, which can be further extended by testing different ECU
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architectures in electrified powertrains, as described in the Ref. [61]. This increases test
bench utilization in other application areas as well.

The evaluation of the advantages compared to other coupling and test bench applica-
tions is still to be performed. For such a comparison, however, criteria must first be defined
that allow for an objective evaluation. The same applies to the time advantage within the
development process of a powertrain.
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Abbreviations
The following abbreviations are used in this manuscript:

AC Alternating current
ACoRTA Advanced Co-Simulation Methods for Real-Time Applications
ACOSAR Advanced Co-Simulation Open System Architecture
ACT Actual
AUTOSAR Automotive Open System Architecture
BEV Battery electric vehicle
CAN Controller Area Network
DC Direct current
DCP Distributed Co-Simulation Protocol
DCPML Distributed Co-Simulation Protocol Modeling Language
DUT Device under test
ECU Electronic control unit
EiL Engine-in-the-loop
EM Electric machine
FMI Functional Mock-up Interface
HC Hybrid controller
HEV Hybrid electric vehicle
HiL Hardware-in-the-loop
HRT Hard real-time
HV High voltage
ICE Internal combustion engine
IP Internet Protocol
KIT Karlsruhe Institute of Technology
MAP Modelica Association Project
MiL Model-in-the-loop
NRT Non-real-time
OEM Original equipment manufacturer
OSI Open Systems Interconnection
ProMECoS Process model for efficient Distributed Co-Simulation
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RDE Real Driving Emissions
REF Reference
RT Real-time
SiL Software-in-the-loop
SoC State-of-charge
SRT Soft real-time
STC State Change Request
TB Test bench
TCP Transmission Control Protocol
TCU Test bench control unit
UDP User Datagram Protocol
ViL Vehicle-in-the-loop
VLAN Virtual Local Area Network
VPN Virtual Private Network
WLTC Worldwide harmonized Light-duty vehicles Test Cycle
WLTP Worldwide harmonized Light-duty vehicles Test Procedure
XiL X-in-the-Loop
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