
 

 

 

Abstract—The research project Ko-TAG [2], as 
part of the research initiative Ko-FAS [1], funded 
by the German Ministry of Economics and Tech-
nologies (BMWi), deals with the development of a 
wireless cooperative sensor system that shall pro-
vide a benefit to current driver assistance systems 
(DAS) and traffic safety applications (TSA). The 
system’s primary function is the localization of 
vulnerable road users (VRU) e.g. pedestrians and 
powered two-wheelers, using communication sig-
nals, but can also serve as pre-crash (surround) 
safety system among vehicles. The main difference 
of this project, compared to previous ones that 
dealt with this topic, e.g. the AMULETT project, is 
an underlying FPGA based Hardware-Software 
co-design. The platform drives a real-time capable 
communication protocol that enables highly scal-
able network topologies fulfilling the hard real-
time requirements of the single localization proc-
esses. Additionally it allows the exchange of further 
data (e.g. sensor data) to support the accident pre-
diction process and the channel arbitration, and 
thus supports true cooperative sensing. This paper 
gives an overview of the project’s current system 
design as well as of the implementations of the key 
HDL entities supporting the software parts of the 
communication protocol. Furthermore, an ap-
proach for the dynamic reconfiguration of the 
devices is described, which provides several topol-
ogy setups using a single PCB design. 

Index Terms—VRU eSafety, localization, system 
design, hardware-software co-design, time of flight, 
distance of arrival, driver assistance system. 

I. INTRODUCTION 

The development of traffic safety and driver assis-
tance systems is a strong objective of the today’s 
automotive industry. Several techniques e.g. based on 
radar or ultrasonic waves or camera systems have 
been evaluated and enhanced. For these systems a 

direct line of sight is a hard requirement for a proper 
operation. 

The Ko-FAS initiative (Kooperative Sensorik und 
kooperative Perzeption für die Präventive Sicherheit 
im Straßenverkehr) was launched in 2009, and inclu-
des the described subproject Ko-TAG. The Ko-TAG 
project concentrates on the development of a coopera-
tive sensor network between vehicles and vulnerable 
road users (VRU). Its objective is to add value to 
existing passive driver assistance systems such as 
radar- or camera-based systems. At the one hand, this 
requires to enable the localization of foreign targets 
even when losing line of sight or in scenarios with 
multiple objects requiring prioritization. One the other 
hand the cooperative sensor network provides valu-
able additional information about the localized target 
such as its movement parameters or even entire 
movement patterns that support the accident predic-
tion algorithms at the higher layers. Since those net-
works in the Car2X environment are highly dynamic, 
the actual topology can change within short time peri-
ods regarding to the number of network participants 
and the reaction time of the system the different sce-
narios are handled by an underlying network commu-
nication protocol allowing a prioritization of con-
nected devices and therefore affect the measurement 
update rate. 

The protocol also keeps the security aspects such as 
the en-/decryption of user sensible data, data integrity 
and user anonymity. To ease a later integration into 
existing Car2X technologies or into other currently 
active projects dealing with this topic such as the 
simTD project [3], existing standards are considered 
during the system design. 

The authors’ task in the project is to provide a scal-
able, stable and secure networking platform between 
vehicles and VRU’s that manages the different tasks 
of the localization process. This platform must meet 
the strong real-time requirements as well as it has to 
flexible since the system is still at a development state. 
Therefore the authors follow an approach of a hard-
ware-software co-design. The general approach of the 
Ko-TAG project and its communication and meas-
urement protocols are described e.g. in [4] and [5]. 
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Figure 1: Architecture of the Localization Unit 

II. SYSTEM ARCHITECTURE 

The system architecture consists of several subcom-
ponents to handle the single tasks of he localization 
and accident prediction process. The system and the 
underlying protocol design are built on two basic 
types of nodes. It is anticipated that vehicles get 
equipped with a Localization Unit (LU) that is able to 
communicate with as well as to localize SafeTAGs 
(ST) as their counterpart. An ST is a multifunctioning 
device that can change its role and behaviour in the 
network depending on the environment it shall be used 
in.  

A. Architecture of the Localization Unit 

The architecture of the LU is shown in Figure 1. It 
consists of 
• A Time of Flight (ToF) system developed by [6], 

responsible for measuring the distances to the lo-
calized objects. This module is implemented in a 
Xilinx FPGA. 

• A Destination of Arrival (DoA) system, devel-
oped by [7], to measure the elevation and azimuth 
to SafeTAGs implemented in a combination of a 
Xilinx FPGA and a DSP. 

• The Communication & Control Unit (CCU), 
which handles the communication protocol as 
well as the coordination among the several sub-
components. 

• An Ethernet interface connecting the LU to a fur-
ther component called the fusion unit (FU). The 
FU is an advanced board computer accepting the 
sensor and measurement data from the LU. Using 
this information optionally with data from further 
connected sensors such as cameras, the FU is able 
to calculate eventual collision risks. Depending 
on the determined risks, the LU can reconfigure 

the LU e.g. to priories endangered SafeTAGs and 
therefore increasing their measurement update ra-
te.   

 

B. Architecture of the SafeTAG 

The SafeTAG’s architecture shows some differences 
compared to the LU since it needs less complexity. 
• The ToF subsystem is less complex compared to 

the LU counterpart since here no measuring has to 
be performed. The messages are just reflected. 

• Since the DoA measurements are performed using 
the electromagnetic waves of the data communi-
cation, the SafeTAG does not contain a DoA mo-
dule. Instead it is connected to a sensor array de-
veloped by [7], which provides important sensor 
data, which support the accident prediction proc-
ess. 

• The SafeTAG also includes a CCU for the wire-
less protocol handling and for controlling the sub 
components. 

Depending on the environment, the SafeTAG used 
in it provides further interfaces to interact with other 
Car2X elements. The architecture of the SafeTAG is 
given in figure 2. 

III. COMMUNICATION & CONTROL UNIT 

A. General Setup of the CCU 

The design and the development of the CCU is one 
of the main tasks of the authors in the Ko-TAG pro-
ject. The CCU handles the whole data communication 
including the establishment and configuration of the 
cooperative sensor network, as well as the exchange of 
the sensor and meta-data packets. During the commu-
nication the CCU has to take care of the security as-
pects of the system like the encryption/decryption of 
user sensible data or the integrity of the transmitted 
and received data. Additionally, the traceability of 
users has to be prevented. 

Figure 2: Architecture of the SafeTAG 
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Figure 3: Architecture of the CCU of the localization unit 

 
Besides the exchange of the data packets the single 

sub modules that take part in the localization process 
have to be controlled and coordinated by the CCU. To 
handle the different tasks described above, a hard-
ware-software co-design was implemented in an Al-
tera ARRIA II GX FPGA, including a NIOS II Soft-
Core processor to run the appropriate firmware. To 
support the CPU and to handle the time critical parts 
such as synchronization, the design includes several 
application specific IP-Cores (Intellectual Property 
Core) implemented in VHDL. An overview of the 
CCU’s architecture is shown in Figure . 

B. NIOS II Soft-Core 

At the centre of the system design a NIOS II Soft-
Core is implemented in the FPGA description. The 
appropriate software primarily manages the Network. 
Highly scalable networks as in the Car2X environment 
require a lot of management effort as well as the main-
tenance of several tables and data structures. Since the 
system and the protocol design both still are in a de-
velopment state, a software implementation provides 
the largest benefit regarding flexibility and efforts to 
meet future design changes. Furthermore, since all the 
HDL-modules developed in the project are imple-
mented as Avalon [15] Bus-Slaves, several interfaces 
are provided to the software implementation allowing 
a dynamic configuration of the according hardware 
units. 

C. Digital PHY 

For the Physical Layer (PHY) of the data communi-
cation, an application specific digital PHY (dPHY) IP-

Core has been developed and provided [8] that takes 
care of the baseband modulation. It closely follows the 
IEEE 802.11p specification what eases the later inte-
gration into existing systems and additionally provides 
application specific features and interfaces to support 
the localization process. For example it allows seam-
less appending of a user defined signal sequence to 
standard 802.11p communication signals e.g. to ease 
the DoA estimation. 

Besides a memory mapped register interface that al-
lows the configuration and the monitoring of the PHY, 
an external 8 Bit wide FIFO interface gives fast access 
to its transmit and receive paths. Additional signal 
lines enable an interconnection to a self-developed 
Data Chain IP-Core described below. 

On the PCB side, the dPHY is interconnected with 
an analog PHY (aPHY) designed and developed by 
[6] with a 16Bit wide IQ data interface and further 
configuration and control lines e.g. to switch the car-
rier frequency or to support the automatic gain control 
(AGC). 

D. Data Chain 

An important part in the design is a multi-functional 
IP-Core that is placed between the digital PHY’s data 
interface and the CPU’s system bus. It performs sev-
eral tasks regarding the data communication that have 
been outsourced from software to a hardware descrip-
tion to increase the system performance. 

1) Data Access 

On top of the IP-Core the data chain implements an 
Avalon Bus-Master, which enables an autonomous 
direct memory access (DMA) to the system’s included 
memory both in Tx and Rx mode. This discharges the 
CPU activity since the software routines for transmit-
ting and receiving data packets equal to simple mem-
ory access functions. This gives an important benefit 
regarding time consumption and implementation effort 
compared to SPI-Interfaces used in most common 
transceiver chips.  

Besides the general data, further flags indicating dif-
ferent packet states such as CRC or addressing errors 
or security information are included in the packets 
meta-information using a special buffer descriptor 
implementation on a per packet base. The software 
implements the specified driver similar to standard 
POSIX (Portable Operating System Interface) inter-
faces to access those buffer descriptors and therefore 
enables the lower layers to transmit and receive com-
munication frames. 

2) CRC Generation and Validation 

To ensure the data integrity, a configurable CRC 
block is included into the data chain.  Checksums are 
calculated for transmitted frames and verified for 
incoming packets automatically if configured.  This 
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filters damaged packets and therefore saves CPU and 
bus time. Since the data chain block is connected to 
further IP-Cores managing parts of the localization 
process, it also prevents broken frames to be analysed 
for measurements. 

The Data Chain driver allows the software to con-
figure the CRC hardware block in different manners. 
Generally, the CRC generation or verification can be 
en- or disabled dynamically. Furthermore, broken 
frames can be discarded immediately or forwarded to 
the software e.g. for debugging purposes with an addi-
tional error flag set in the resulting buffer descriptors 
content. 

3) Security & Privacy 

The data chain also includes an autonomous en- and 
decryption block. Configured using the data chain’s 
buffer descriptor interface e.g. regarding key informa-
tion, incoming packets get decrypted and transmitted 
packets get encrypted without a further user interac-
tion from software during the process. It is anticipated 
to use an AES crypto-unit here for providing security 
and privacy. Since the security design is still subject 
of on-going development it will be described in a 
future contribution. 

4) Address Checking 

Incoming packets will be checked automatically for 
valid addressing and configured before the reception 
from software via register accesses. This unloads the 
system bus as well as the CPU since on the one hand, 
the address check has not to take place in software and 
on the other hand, misaddressed frames do not reach 
the system bus. 

The hardware address checking is also important for 
the DoA estimation process since this is a highly time 
critical operation. Therefore the data chain is also 
interconnected to the DoA-Controller via an additional 
interface to filter unwanted packets from further 
analysis. 

Since the addressing in the communication protocol 
is not fixed and depends on the according frame type, 
the HDL entity has to provide several configuration 
options. Here the data chain driver allows the software 
configuring several address fields together with their 
length and their offsets in the communication frames 
to support an address validation of the several frame 
types. 

E. DoA Controller 

The DoA controller serves as interconnection be-
tween the CCU and the DoA estimation module. The 
Controller handles exchange of measurement and 
control frames as well as it triggers and configures 
new measurements. 

 
 

 
Figure 4: DoA Sampling and Trigger Behaviour 

 
The DoA estimation takes place over regular data 
packets transmitted during the DoA phase of the net-
work protocol. Through the underlying time slotted 
channel access mechanism during this phase, the ad-
dress of the expected data frame is well known. After 
a successful check of the data integrity and the address 
information of the received package, which is all done 
in hardware by the data chain and without software 
interaction, a new DoA estimation gets triggered by 
the DoA-Controller. Since the answer to the meas-
urement request is asynchronous, an internal ID, pre-
viously defined from software access, is included in 
the trigger to allow an exact identification of the re-
turned values on reception. 

The DoA component itself includes a ring buffer 
which samples the signals on the communication 
channel constantly. Once the DoA unit receives a 
trigger from the DoA-Controller, it analyses the speci-
fied window of the data in the sampling buffer for an 
angle estimation. To get valid measurement results, 
the offset between the start of the frame and the ac-
cording trigger needs to be static to guarantee that the 
correct signal pattern gets used for the following cal-
culation as shown in Figure . 

Once the calculation has finished, the DoA module 
provides several value pairs including their qualities 
and the device ID of the measurements are associated 
to via a serial interface to the DoA-Controller. The 
Software finally collects the data from the DoA Con-
troller and passes it to the LU for further analysis. 

F. ToF Controller 

The ToF-Controller manages the ToF hardware de-
veloped by [6]. Before the start of a new ToF phase it 
configures the ToF hardware before it triggers a new 
measurement. The configuration primarily specifies 
addressing information, which gets included into the 
following ToF beacon. This additional information is 
needed for the ST’s to identify the vehicle the burst 
was sent from, as well as for the vehicle for a proper 
correlation of the ToF replies sent by STs. 

During the ToF localization process the ToF-
Controller serves as a clock source to indicate the 
single time slots since their offsets have to be regarded 
for the appropriate distance calculation. Furthermore, 
the Controller receives continuous measure data con-
taining the calculated distance and measurement qual-
ity via a 16 bit wide parallel interface that have to be 
associated to the correct device before they get for- 
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Figure 5: Timing diagram of the GPS synchronization 

 
warded to the FU. To allow a later collection of the 
measured values at the software layers, an additional 
FIFO holds the data, together with the according slot 
indices until the end of the measurement procedure.  

G. Synchronization 

Since the network protocol uses a time slotted channel 
access mechanism to provide a deterministic behav-
iour for time critical processes, the LU’s must be syn-
chronized among each other to provide a common grid 
of the slots to the ST’s. A separate synchroniza-
tion/timer IP-Core takes care about the global syn-
chronization using an external reference clock as time 
input source to keep given guard times. 

Therefore the Ko-TAG project uses a high precision 
timing GPS module of the u-blox LEA-6T family. The 
LEA-6T module provides the needed performance 
regarding the accuracy with an error below 60 ns [9]. 
Using valid almanac data stored from previously es-
tablished satellite connections, software can help to 
accelerate the device start-up procedure and a start-up 
time of around 1 s can be reached. The module also 
provides several additional interfaces that finally feed 
the synchronization IP-Core. 

The GPS timing module provides two separate time 
pulse outputs. One output gives a GPS locked pulse 
per second (PPS). The second output is a configurable 
clock with a frequency up to 10 MHz. A combination 
of these pulse signals and an additional serial protocol 
implemented in the GPS module enables the IP-Core 
to synchronize with a maximum error less than 100 ns 
among other LU’s. This synchronization permits the 
ST’s to derive their time slot information from any 
LU. Since ST’s are not equipped with an additional 
reference clock source they synchronize on the net-
work using the ToF beacons sent by vehicles. 

As shown in Figure , the GPS timing module used in 
the project triggers the start of a new second using the 
PPS strobe followed by a serial NMEA (National 
Marine Electronics Association) packet indicating the 
current time. The time information is interpreted by 
software and is used to configure the IP-Core via 
register accesses.  In its actual configured state the 
hardware block uses the following PPS trigger to 

synchronize according to the previously set configura-
tion. From now on, the GPS locked 10 MHz clock 
signal is used for the CCUs internal time reference. 
Once synchronized the IP-Core can be monitored and 
configured using further register accesses. It provides 
several hardware timers/counters with a common time 
reference among all synchronized LU’s.  

H. Ethernet Interface 

The CCU includes a GBIT-Ethernet MAC IP-Core 
developed by the authors’ team and presented in [13]. 
This interface is used in different manners. According 
to Figure  the CCU is connected with a fusion unit 
(FU) via an Ethernet interface. This interface is used 
to provide measurement results and data from the 
sensor network to the FU as well as to receive control 
information. The interface uses an extended LocON 
protocol [15] at application layer. 

A further benefit of the Ethernet connection is the 
possibility to give the user simple access to the sys-
tem. The user is able to set static configurations such 
as the wireless network parameters and to observe the 
current device status. Furthermore, an interface is 
given to update the device software as well as the 
FPGA image. An embedded software TCP/IP stack 
[12] provides the TCP/IP interconnection on the 
higher layers including an embedded web server.  

IV. SOFTWARE DESIGN 

Besides the HDL entities described in chapter III, a 
firmware was designed and implemented primarily to 
manage the network and to control and configure the 
several IP-Cores. Generally, it consists of a wireless 
communication stack, the application itself and further 
interface drivers and protocol implementations de-
pending on the actual device type. The main tasks of 
the software are handled in a wireless communication 
stack that currently covers the physical (PHY), the 
data link (DLL) and the application (APL) layers. 

At the lower layers e.g. the software part of the 
PHY, the stack is responsible for the transmission and 
reception of the communication frames. As described 
in chapter III, access to frames in Tx- as well as in Rx-
mode is implemented through memory access func-
tions wrapped into buffer descriptor interfaces via the 
data chain IP-Core. Therefore the physical layer soft-
ware provides the device driver according to access 
the data chain. Furthermore, the physical layer imple-
ments the required driver elements to configure the 
dPHY, e.g. in its channel and operation mode. 

The data link layer (DLL) represents the most com-
plex part of the software since it has to manage and 
synchronize the complex processes of the network and 
interacts with several of the IP-Cores described above. 
E.g. it configures the data chain for address and CRC 
validation and feeds the security block with different 
en/decryption keys depending on the communication 
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partner. The most significant part of the DLL repre-
sents the medium access. Since parts of the protocol 
use a time slotted channel access it also has to take 
care of a valid distribution and coordination of the 
single slots. Here it uses interrupts generated by the 
synchronization IP-Core’s timer to meet the timing 
requirements and to hit the specific time slots within a 
given guard time.  

The APL has its key task at the OBU. Here it is pri-
marily responsible to accept user prioritization re-
quests from the LU. Internal prioritization queues are 
fed with those requests and enable the APL to config-
ure specific channel access phases of the DLL. This 
allows a good scalability of the measurement update 
rates of the single users. I.e. it allows to reserve chan-
nel resources for the mostly endangered devices. 

V. DEVICE CONFIGURATION 

During the development process, the single compo-
nents are very expensive. To provide the possibility of 
evaluating different network topologies despite of the 
limited resources, an approach of a single PCB design 
for the LU and the SafeTAG was chosen. This makes 
it possible to run and test different network setups 
without changing the underlying PCB. 

The role of the device only depends on the running 
hardware/firmware combination and can be changed 
at start-up or even during runtime. To have multiple 
roles available at a single device, the included flash 
memory contains several combinations of an FPGA-
image and its according software, located in specific 
areas of the target memory that can be loaded at the 
device start-up or during runtime. For this task several 
approaches exist: 
• The device can be configured using an EPCS de-

vice, an active serial EEProm chip that configures 
the connected FPGA device at start-up. Usually 
these devices are limited in their memory size. 

•  A common method is the configuration via an 
additional smaller CPLD and an external memory 
chip. This approach allows the usage of a custom 
loader firmware, which allows modifying the boot 
process. 

• An almost identical approach uses a microcontrol-
ler instead of the CPLD, which helps to reduce 
costs. 

The CCU PCB is designed to support a CPLD con-
figuration as well as the microcontroller approach 
using the fast passive parallel configuration (FPP) 
method supported by devices of the Arria II family. 
The design of the according configuration mechanism 
is shown in Figure . To support the configuration as 
different device roles the firmware of the configura-
tion chip accesses a special boot loader section in the 
external memory device before initiating the configu-
ration process. This section includes information about 
the base addresses of the different images in memory 
and provides the possibility to choose the according  

 

Figure 6: Single Device FPP Configuration Using an External Host 
[10] 

 
firmware image at start-up time using a DIP panel or a 
dynamic reconfiguration during runtime. 

Since the target devices will be integrated into vehi-
cles at a later development state and thus won’t be 
accessible, a web interface provides easy access to 
system update and supervision.  

VI. SUMMARY AND OUTLOOK 

The approach of the hardware-software co-design 
allows the swapping of time-critical components and 
processes into fast and parallel FPGA implementa-
tions. Nevertheless the system remains flexible and 
configurable by letting software modules handle the 
complex task such as the network management. 

The elements of the system architecture already have 
been separately tested and proved for their functional-
ity. Currently the integration of the sub components is 
in progress and will be followed by a complete system 
test. 
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